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ABSTRACT
Improving conversational agents that are trained with supervised
learning requires iteratively refining example intent training utter-
ances based on chat log data. The difficulty of this process hinges on
the quality of the initial example utterances used to train the intent
before it was first deployed. Creating new intents from scratch,
when conversation logs are not yet available, has many challenges.
We interviewed experienced conversational agent intent trainers to
better understand challenges they face when creating new intents,
and their best practices for writing high quality training utterances.
Using these findings and related literature, we developed an intent
training tool that provided interactive guidance via either language
feedback or sample utterances. Language feedback notified the user
when training utterances could be linguistically improved, while
sample utterances were crowdsourced and provided examples of
end user language prior to deploying an intent. We compared these
two types of guidance in a 187-participant between-subject study.
We found that participants in the language feedback condition re-
ported limited creativity and higher mental load and spent more
time on the task, but were more thoughtful in crafting utterances
that adhered to best practices. In contrast, sample utterance partici-
pants leveraged the samples to either quickly select examples or use
them as a springboard to develop new utterance ideas. We report
on differences in user experience in the strategies that participants
took and preferences for or against the different types of guidance.
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1 INTRODUCTION
Conversational agents continue to be ubiquitous across many di-
verse domains. Traditional conversational agents are typically trained
using supervised learning techniques and multiple example utter-
ances (the text that resembles users’ inputs) for each of their intents
(the topics the agent should recognize). More recently, conversa-
tional agents trained on large language models (LLMs) are rising
in popularity. However, such agents have disadvantages includ-
ing higher costs to run, less determinism, and hallucinations - re-
sponses with incorrect or misleading information. Already, the
consequences of relying on LLM-generated output are being re-
ported. For example, Air Canada was recently required to honor a
partial refund based on false information provided by their conver-
sational agent [2] and New York City’s "MyCity" agent was caught
lying about laws and regulations [31]. As such, traditional conver-
sational agents may be strongly preferable in certain domains, for
their small data requirements and the finer control and explainabil-
ity of agent output they offer, particularly in high-risk applications
or regulated industries such as banking or insurance.

Instead of using LLMs for output like the examples above, a
conversational agent could use an LLM for intent classification, and
rely on more deterministic solutions for generating output. Classifi-
cation approaches like zero-shot learning or few-shot learning have
been shown to be highly accurate and low-effort ways to classify
text in common domains [34]. Although LLMs are very promising,
they too have limitations. Prior work has shown that classification
quality can decrease with specific domains [30], a large number
of classes [51], classes that are insufficiently descriptive [48], or
data that has not been human-curated [23]. In such instances, fine
tuning has emerged as a technique to augment the training data
used by an LLM to specialize it to a particular task. However, fine-
tuning approaches require a large number of well-labeled examples,
similar to the training requirements of traditional conversational
agents [32]. Furthermore, fine tuning is challenging and if done
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improperly, it may further degrade classification quality [7]. Ad-
ditionally, recent work suggests that considering factors such as
model performance, timing, energy use, and cost may holistically
favor traditional approaches over LLMs for certain tasks [36]. LLMs
are clearly going to continue to improve and play a prominent role
in the development of conversational agents moving forward. How-
ever, for highly specific domains (which would require additional
data for LLM fine tuning), in cost- or energy-constrained contexts,
or instances where oversight and explainability are important, tra-
ditional conversational agents may be more suitable.

Traditional conversational agents are not without challenges,
however. The process of creating or selecting example utterances
for training is known to be time-consuming and error prone, and
often requires substantial iteration to reach an adequate level of
performance [4, 45]. However, some well-established tools and
improvement practices are available to address some of these is-
sues [21]. For example, IBM’s Watson Assistant offers best practice
guidelines that suggest starting with 10-20 examples per intent and
gathering example utterances from log data after deployment to
further improve intent recognition [3].

Traditional conversational agent models will need to be retrained
many times in order to better converge on the needs of end users
[1, 18]. Post-deployment usage logs - lists of utterances that real
end users have sent to the agent - are used in the retraining to
improve the quality of the intent recognition [16, 38]. Tools like
watsonx Assistant and Microsoft’s Azure Bot address this challenge
by offering analytics to identify problematic interactions and poorly
trained intents.

However, the aforementioned tools and guidelines do little to aid
conversational agent developers in creating a new conversational
agent from scratch or adding a new intent to an existing one. A con-
versational agent developer needs to craft sufficient representative
examples so that the machine learning algorithm that is driving the
conversational agent has enough information to identify similar
utterances provided by a broad spectrum of end users. This means
the examples must be diverse enough to account for an extensive
range of utterances [47, 52], and the developer needs to account
for this variety in the examples they craft. They additionally must
consider how new examples may interact with examples for other
intents that the agent has already been trained on to avoid conflicts
between similar examples. Furthermore, developers who are new to
training conversational agents may not have learned the nuances of
training within a particular conversational system for a particular
domain, including the techniques that more experienced developers
have identified for achieving the best performance for a particular
use and context.

To address these challenges in the development of a new con-
versational agent, we hypothesized that it would be helpful for
conversational agent developers who write training utterances for
new intents to receive in-tool guidance. Based on the current work
practices and needs of utterance writers, we designed a conversa-
tional agent intent training tool to test two types of guidance: one
that provides language feedback and another that provides sam-
ple utterances. The focus of this paper is evaluating the impact of
these two forms of guidance on novice utterance writers engaged
in training a new intent. We investigate this guidance in a user

study which compared participants’ performance on the following
three conditions:

• Baseline, which provided basic dos and don’ts for intent train-
ing as static documentation alongside the tool, mimicking
existing guidance used in practice today.

• Language Feedback, which provided timely, interactive feed-
back on specific linguistic properties of utterances that im-
pact intent training.

• Sample Utterances, which made a list of user-generated utter-
ances available to utterance writers prior to the deployment
of the conversational agent.

We conducted a user study to evaluate these forms of guidance
for conversational agent intent training, seeking to answer the
following research questions:

• RQ1. How does each form of guidance affect the quality of
training utterances written by novices?

• RQ2. How does each form of guidance impact the user expe-
rience of novice utterance writers?

2 RELATEDWORK
2.1 Supporting Conversational Agent Training
Although there is prior work which focuses on supporting vari-
ous design aspects of conversational agents such as agents’ per-
sonalities [28], their conversational behavior [40], or addressing
specific problems or users [15, 19, 24, 39], there is limited research
investigating how to support the training of conversational agents,
especially when log data is not yet available. Prior work has found
that practitioners who construct conversational agents tend to lack
technical knowledge of how conversational systems work, includ-
ing among those who are involved in the implementation of the
natural language understanding in the system [43].

Approaches exist to support the creation of conversational agents
outside of writing training utterances. For example, several tech-
niques are available to identify candidate intents from existing
conversational log data [14, 22, 25, 41]. Instead of helping to create
utterances from scratch for a given intent, these techniques provide
intents from a set of existing utterances and can serve as a starting
point for further refinement. This approach can be extended to
consider the larger conversational development process, including
evaluation. For example, Williams and colleagues [49] proposed
an interactive learning approach to building conversational agents
that “combines model definition, labeling, model building, active
learning, model evaluation, and feature engineering in a way that
allows a domain expert ... to build classifiers”. Like the automated
approaches, log data is a prerequisite. Pérez-Soler and colleagues
assessed and catalogued 14 well-known conversational agent de-
velopment platforms, and explored end-to-end technical factors
including sentiment analysis, NLP for phrase matching and text
processing [33]. They found that none of the platforms, frameworks
or libraries offered design patterns or quality metrics, just minimal
support in the form of informal guidelines. Our work aims to ad-
dress this gap by guiding the training of new intents, particularly
when log data is not available.
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Candello and colleagues studied the building and debugging
practices of conversational agent knowledge workers [5]. Their re-
search explained how knowledge workers identified intent-related
problems by searching for problematic utterances from existing
logs. The workers’ task centered on first determining whether a
problem was caused by intent collision (when multiple distinct
intents have overlap in the topics they address) or the need for
a new intent, and then editing, deleting or adding examples ac-
cordingly. Candello et al. found that tools to support knowledge
workers’ needs to perform these tasks ranged from incomplete to
non-existent. The paper noted many challenges in the utterance-
writing process, including participants having low visibility into
the conversational agent’s understanding of their utterances. To
help address the challenges they identified, the authors developed
a set of design implications for conversational platforms, including
guides on language tone and features to track semantic and syntac-
tic elements of the utterances which caused breakdowns or errors
in the conversational agent.

The semantic and syntactic failures identified in that work was
the starting point of the interface design and guidance tool that
we developed in the current study, to include lexical and syntac-
tic variety information. Addressing these issues during the initial
training potentially improves the quality of the agent and reduces
the amount of iteration needed in spoken language systems [8].
We seek to expand on this work by providing human-centered
means for improving linguistic diversity during intent training for
conversational agents.

2.2 Evaluating Conversational Agents
Knowing what makes a good or effective conversational agent
is challenging, but is important to define when engaged in train-
ing. Traditional algorithmic evaluations of conversational agents
include accuracy, precision, F1 score, precision-recall (PR) and re-
ceiver operating characteristic (ROC) curves. But human perception
of the conversational agent is much more complex than those nu-
meric metrics can encapsulate. Several studies explore this topic. A
literature review by Radziwill and Benton [35] found that the In-
ternational Organization for Standardization’s (ISO) dimensions of
effectiveness, efficiency, and satisfaction accurately apply to conver-
sational agent quality. For effectiveness, papers cited in the review
suggest combining subjective reviews with algorithmic evaluations
along with iterative, comparative evaluations of different conver-
sational agent versions [13]. Other authors suggest evaluating lin-
guistic quality of agent responses [9, 46]. To address efficiency, one
paper suggested performance test scripts to determine if the agent
meets basic linguistic requirements while keeping confusions to
a minimum [46]. Another paper suggested that for the satisfac-
tion dimension, various qualitative traits of conversational agents
should be assessed, including enjoyment, reduction in frustration,
and ability to comment or otherwise provide feedback (among other
characteristics), keeping in mind differing user goals across chat
systems [27]. One commonality across these approaches is that
they occur after the agent has been trained, which is arguably late
in the development process. Our work is motivated by and builds
on these approaches by providing feedback on quality earlier in the
agent development process.

3 EXPLORATORY INTERVIEWS
As we encountered little previous research on the work practices
of conversational agent developers, we first gathered expert insight
via exploratory interviews with six professionals involved in the
training process. Their roles included writing training utterances,
developing and deploying conversational agents, testing the agents,
and continuously improving the agents. The goal of these inter-
views was to inform and validate the design of our main experiment
by understanding experts’ work practices, pain points, what kinds
of guidance would be valuable to them.

We provided participants with a simulated utterance writing en-
vironment via Mural 1 that incorporated assistance inspired by in-
formal discussions with product managers of conversational agents,
along with the pain points identified by Candello et al. [5]. The
Mural included best practices, sample utterances, and the option
to request a score that measured variety in the vocabulary and
phrasing of their utterances. Variety and phrasing scores were on a
scale of ‘weak’ to ‘strong’ and were chosen and simulated by the
moderator. We asked participants to use the environment to write
and/or select example training utterances for a new, hypothetical
conversational agent intent while thinking out loud and discussing
their current work practices.

We learned that training conversational agents is a highly col-
laborative, iterative task that requires expertise in how natural
language understanding (NLU) training works. The majority of par-
ticipants did not have machine learning backgrounds, so such ex-
pertise was often acquired by trial and error as the training process
is, as one participant described, “very blackbox.” Also contributing
to the steep learning curve is that the best practices for writing
training utterances vary greatly across conversational agents by
content, domain and development platforms. Another participant
said, “If I have to train up a new person...it’s about 3 to 6 months
before they’re actually adding value to the team.” The idea of in-
teractive feedback customized to team practices was appealing to
participants for reducing this learning curve.

We also learned that the initial set of training utterances usu-
ally does not accurately reflect end-user language, which is un-
predictable due to differences in vocabulary and conversational
styles across locales and individuals. This finding aligns with prior
research [12, 44]. When asked about their current intent training
practices, participants reported that conversational agent devel-
opers gather ideas for end user language through subject matter
experts and customer support channels prior to deploying a new
agent or skill, but they can only seek out real user utterances post-
deployment via chat logs, resulting in a conversational agent being
deployed and that does not capture the full range of user utterances.
The sample utterances of the simulated environment mimicked
such logs and was the feature most used by participants.

These exploratory interviews helped to validate our proposed
guidance features and served as the basis for the two conditions
in the main study. Language Feedback was motivated by a lack of
such feedback in participants’ existing tools. Sample Utterances
was motivated by training utterances not reflecting user language.
These are discussed in more detail in the following section.

1https://www.mural.co/

https://www.mural.co/


CUI ’24, July 08–10, 2024, Luxembourg, Luxembourg David Piorkowski et al.

Table 1: The four intents used in the study.

Intent Description

Lost or Stolen Card Your card has been lost or stolen, and you need help with what to do.
Compromised Card Someone else has used your card, and you need help with what to do.
Card Arrival You want to know about your new card. This may include topics like status, arrival, delay, or others.
Order Physical Card You don’t have a physical card and want more information about ordering a new card. This may

include topics like fees, delivery, process, or others.

4 MAIN STUDY: LANGUAGE FEEDBACK VS.
SAMPLE UTTERANCES

Based on the findings from the exploratory interviews, we focused
our main study on two kinds of writing-time guidance that could
support novice conversational agent trainers: (1) interactive lan-
guage feedback on utterances based on best practices for intent
training, and (2) sample utterances made available prior to deploy-
ment.

4.1 Study Overview
4.2 Intent Training Tool
The main study was un-moderated, deployed as a web applica-
tion, and consisted of four parts: the introduction, baseline task,
experimental condition task, and post-experiment questionnaire.

In the introduction, participants were given a one-page primer
that explained the experimental context for the conversational
agent, what intent training was, and how example utterances are
used to train the conversational agent to handle customer inquiries.
Next, all participants completed the baseline condition by writing at
least 10 utterances, using a baseline version of the tool containing
neither feedback condition’s features. In the experimental condi-
tion, participants were randomly assigned to either the Language
Feedback condition or the Sample Utterance condition. Like the
baseline condition, participants were required to provide a mini-
mum of 10 utterances for the given intent, this time with the tool
modified to offer participants utterance-writing guidance accord-
ing to the condition they were assigned to (see Section 4.2 for tool
details). After completing the two utterance-writing tasks, partic-
ipants were directed to a web survey that asked them questions
about their experiences with the baseline condition and their as-
signed experimental condition, the strategies they employed, and
their preferences. The questions then assessed the perceived usabil-
ity, pros and cons of each tool, as well as basic demographic and
language history information.

The experiment tested a total of four intents that were randomly
assigned across participants (see Table 1). Each participant received
two of these intents, one for the baseline condition and one for
the experimental condition. Assignment of experimental condition
(Language Feedback vs. Sample Utterance), as well as which intent
was displayed for each of the baseline and experimental conditions,
was counterbalanced across participants, for a total of 24 unique
combinations. The motivation for choosing four intents to coun-
terbalance across participants was to reduce any possible effects
of preference, specialized knowledge, or other forms of bias by
participants. For example, having personal experience with one
of the intents could lead participants to write more varied and a

greater number of utterances for that intent, irrespective of the
guidance condition. Due to participants who launched the tool but
did not complete the study, the final set of included participants
was not perfectly balanced across all combinations of intents and
conditions. However, the number of participants in each group was
relatively balanced, with 19–28 participants in each combination of
experimental condition and intent presented for that condition.

4.3 Intent Selection
When designing the intents for use in the study, we wished to select
a domain that would be broadly familiar to participants, as well
as one that has a publicly available intent classification dataset on
which to train the conversational agents. We used the Banking77
dataset [6], a freely-available dataset which consists of 13,083 cu-
rated customer service queries, each labeled into one of 77 intents
in the banking sector. We selected Banking77 because it contains
77 fine-grained topics of banking-related customer service queries.
The dataset is regularly used to evaluate models in natural language
classification work [17, 20, 23] and its large dataset size, topic fa-
miliarity, and chat-oriented nature served the needs for our study.
We chose four bank card-related intents to use in our study (see
Table 1) that we expected would be commonly understood by our
participant pool, with overlapping vocabulary between the differ-
ent intents such that the classification task would not be extremely
straightforward.

To evaluate the two kinds of guidance, we built an intent train-
ing tool (Figure 1) where participants could craft utterances for a
given intent. The tool had the following interface features across
all conditions of the experiment: (A) name and description of the
intent, (B) the utterance editor for adding, editing, and deleting
training utterances, and (C) a panel that described dos and don’ts
for writing training utterances, along with the conversational agent
training basics provided in the study introduction.

4.3.1 Baseline Condition. The tool in the Baseline condition had no
support to aid participants in writing training utterances except the
guidelines in the rightmost panel (Figure 1-C). Guidelines included
varying the terms and phrasing used across utterances, avoiding
filler words (e.g., greetings, chit chat, and words like “please” or
“thanks”), only including one intent per utterance, and keeping
utterances concise (i.e., under 120 characters). These guidelines
were synthesized from best practices shared by conversational
agent developers in the exploratory interviews.

4.3.2 Language Feedback Condition. In the Language Feedback
study condition, the intent training tool included additional in-situ
language-based feedback that appeared as the user added new utter-
ances (Figure 2-Top). The types of feedback provided to participants
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B
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Intent Training 

Figure 1: The intent training tool in the Baseline condition. The main features of the tool include the current intent and
description (A), the utterance editor (B), and a help panel containing guidelines in the form of Do and Don’t lists and a brief
description of how conversational agent training works (C).

are shown in Table 2 and were also based on best practices shared
by conversational agent developers in the exploratory interviews.

For Term Similarity, we first removed stop words and stemmed
words using the Porter stemmer algorithm 2. We then calculated
the term frequency inverse document frequency (TF-IDF) vector for
each utterance, using all of the participants’ added utterances as the
set of documents for the inverse frequency part of the calculation.
Two utterances were flagged as similar when the cosine similarity
of the pair’s vectors was greater than 0.7. Phrase similarity was mea-
sured using Brill’s Part of Speech tagger 3 and finding the largest
common sub-sequence of tags between each pair of utterances. If
the length of the largest common tag sub-sequence was greater
than 60% of the number of words in the sentence, the utterances
were flagged as similar.

The tool provided feedback notifications adjacent to training
utterances that met a notification threshold. Each utterance’s feed-
back updated every time the participant added a new utterance
or edited an existing one. Hovering over a feedback notification
highlighted the word(s) that contributed to the feedback. For ex-
ample, hovering over the similar terms notification highlighted the
similar terms across all utterances. In addition to per-utterance
feedback, the tool also displayed overall measures of lexical variety
(called term variety in the tool) and syntactic variety (called phrase
variety in the tool) that also updated with each addition or edit to
the utterances. Participants were shown a tutorial that described
2https://www.nltk.org/_modules/nltk/stem/porter.html
3https://naturalnode.github.io/natural/brill_pos_tagger.html

the different kinds of feedback prior to beginning the task with
Language Feedback. They were not required to resolve feedback
before proceeding to the next step of the study.

4.3.3 Sample Utterance Condition. In the Sample Utterance condi-
tion, the intent training tool additionally included a widget con-
taining a searchable, multi-page list of approximately 100 sample
utterances for the given intent as shown in Figure 2-Bottom. From
this widget, participants could copy and paste an utterance into
their set or look for inspiration to write their own utterances—the
tool intentionally did not specify if or how the samples should be
used. This condition explored the idea of making sample utterances
available to utterance writers prior to deploying a conversational
agent, in response to exploratory interview findings on the lim-
itations of only getting user-generated utterances through chat
logs post-deployment. Since we did not want to favor the intent
classfier with examples from Banking77’s training or test dataset,
we turned to crowdsourcing. We gathered user-generated sample
utterances through an internal crowdsourcing survey, in which
business users were given a scenario based on the sample intent
and asked, “How would you ask the chatbot to help you?” Survey
participants provided 5-10 utterances for each of the four intents
used in the main study. Twenty participants contributed a total
of 433 sample utterances across the four intents (range: 105–112
utterances per intent across participants; 20–34 utterances written
per participant). People who participated in this survey were not
eligible for participation in the main study.

https://www.nltk.org/_modules/nltk/stem/porter.html
https://naturalnode.github.io/natural/brill_pos_tagger.html
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A

C

B

Language Feedback Condition

Sample Utterances Condition

Figure 2: The utterance editor (See Figure 1-B) changed based on experimental condition. Top: The Language Feedback condition
provided overall utterance variety feedback (A) and per-utterance feedback (B). Bottom: The Sample Utterances condition
provided a searchable widget of sample utterances (C) that participants could copy by clicking on the icon.

4.4 Participants
We recruited participants from a multi-national technology com-
pany. Participants were recruited on internal Slack channels adver-
tising the study and were compensated the equivalent of $12.50.
The experiment took approximately 30 minutes to complete. All
participants provided written informed consent and were treated
in accordance with the guidelines for ethical treatment of human
participants. We removed participants who did not complete both
the tool and survey portions of the study, those who provided ut-
terances that were clearly invalid (e.g. unrelated to the topic), and
those who took excessively long breaks in the middle of the study

(greater than one hour). Other than these performance-related ex-
clusion criteria, there were no additional inclusion or exclusion
criteria for participation. This resulted in 187 included participants,
with 94 in the Language Feedback condition and 93 in the Sam-
ple Utterance condition. We will refer to participant numbers with
"-L" (Language Feedback) or "-S" (Sample Utterances) suffixes to
indicate their guidance condition. In line with our desire to target
novice utterance writers, the majority of participants in each condi-
tion had little to no experience training conversational agents. 45%
(Language Feedback) and 58% (Sample Utterance) of participants
had never trained a conversational agent, 22% (Language Feedback)
and 19% Sample Utterance had only done so a couple of times, and
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Table 2: The types of language feedback supported by the language feedback condition in the tool. Note that "Term Variety"
and "Phrase Variety" applied to all utterances as a whole, whereas the others were notifications that appeared (or did not) at the
level of an individual utterance.

Feedback Type Description

Term variety Overall variety in terms across utterances.
Phrase variety Overall variety of sentence structure across utterances.
Similar terms Utterance has similar terms as other utterances. For example, multiple utterances contain "product"

and "damage".
Similar phrasing Utterance has similar sentence structure as other utterances. For example, "I need to return my

product" and "I want to replace my order".
Filler words Utterance has filler words (e.g. "okay", "please", "thanks").
Multiple topics possible Utterance may contain multiple topics.
Long utterance Utterance exceeds the recommended length, whichwas set at 17words. This cutoffwas determined

by selecting the 85th percentile of utterance length in the Banking77 dataset.

Table 3: Participant demographics by study group, gender and age.

Condition - Gender 18-25 26-35 36-45 46-55 56-65 66-75 Total

Language Feedback - Male 10 8 3 9 6 0 36
Language Feedback - Female 8 19 15 6 10 0 58
Language Feedback - Prefer not to say 0 0 0 0 0 0 0
Sample Utterance - Male 5 11 15 4 4 0 39
Sample Utterance - Female 11 12 8 10 3 4 48
Sample Utterance - Prefer not to say 1 1 3 1 0 0 6

only 15% (Language Feedback) and 17% (Sample Utterance) do so
once a month or more frequently. The distribution of those with
experience with training any machine learning model was similar:
55% (Language Feedback) and 53% (Sample Utterance) had never
done so, 20% (Language Feedback) and 16% (Sample Utterance) had
only done so a couple of times ever and 12% (Language Feedback)
and 17% (Sample Utterance) do so once a month or more frequently.
Detailed demographics for participants are shown in Table 3 and
their experience with conversational agents and machine learning
are shown in Figure 3.

Figure 3: Participants’ self-reported experience with conver-
sational agents and machine learning: (1) how frequently
they work on building or training machine learning mod-
els, (2) how frequently they work on building or training
conversational agents, and (3) how often they interact with
conversational agents in their daily life.

5 RESULTS
5.1 RQ1: Intent Recognition Accuracy
To evaluate the quality of the training utterances submitted by par-
ticipants, we trained four classifiers: Language Feedback-Baseline,
Language Feedback-Experimental, Sample Utterance-Baseline, and
Sample Utterance-Experimental. Each classifier had four class in-
tents, corresponding to the four prompts that were selected for the
experiment.

We built intent classifiers using the scikit-learn library. Each clas-
sifier was trained using the approximately 960 utterances submitted
by all the participants for that experimental condition (see Table 4
for exact utterance counts). To prepare the data for training, the
utterances were transformed using the all-MiniLM-L6-v2 sentence
transformer and the labels were encoded using scikit-learn’s label
encoder. Then, the classifiers were built by training each on their
corresponding data sets. For this we used scikit-learn’s multinomial
logistic regression model with all default settings including ridge
regression (L2 regularization) for error reduction, class weights
all being one, and no random state. Evaluations of the data were
limited to this one model and default configuration as our concern
was the comparative performance of the study data compared with
the benchmark, and not on the model itself. Finally, the classifiers
were evaluated on each of the four study intents using utterances
from Banking77 as the test set, which were intended to approximate
end-user input.

Using the same configurations of the evaluation of participant
utterances, we built a classifier consisting of all of the available
training utterances from the Banking77 set, limited to the four study
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Table 4: Number of utterances used to train each classifier.

Classifiers Total Card Arrival Compromised Card Lost or Stolen Card Order Physical Card

Language Feedback-Baseline 980 231 270 234 245
Language Feedback-Experimental 954 283 234 214 223
Sample Utterance-Baseline 953 264 213 216 260
Sample Utterance-Experimental 949 192 266 260 231
Banking77 Set (study intents only) 441 153 86 82 120

intents to act as a benchmark for classifier performance and com-
pare with the performance of an agent trained on the participant-
written utterances. We expected this classifier to be a best case
to strive for, as using a partition of Banking77 as the training set
had two important qualities: (1) it is considered a high-quality,
representative dataset of customer service queries in the banking
domain and (2) the training and test utterances are subsets of the
same overall dataset and thus are likely to include similar linguis-
tic characteristics such as dialectal phrases, utterance length, and
word choice for specific intents. If the classifiers trained using our
participant-written utterances performed at similar accuracy levels
as the one trained on the Banking77 dataset, there would be strong
evidence for the success of our participant-written utterances as a
method of training an intent classifier.

The classifier accuracy results are presented in Table 5. All four
classifiers that were trained on participant data showed strong per-
formance, with accuracy ranging from 88.1% to 92.5% across the
four classifiers. An exact binomial test was conducted for each clas-
sifier to compare its performance against what would be expected
by chance (i.e., 25% accuracy, given the equal weighting of each
of the four classes in the test dataset). All four classifiers showed
significantly higher accuracy than chance performance, as shown
in Table 5. Confusion matrices for each classifier are presented in
the Supplementary Materials.

This performance was in line with that of the benchmark classi-
fier which was both trained and tested using data from Banking77,
with an accuracy differential between 7.5 and 3.1 percentage points
lower than the benchmark results. Considering the similarity and
the probable same source of the training and test datasets in Bank-
ing77, as well as the collective utterance writing inexperience of the
participants, it is notable that the classifier performance is so close.
This suggests that both kinds of support are similarly helpful and
can achieve a training set as effective as a curated, conversation
log-based set.

We additionally built classifiers for each condition based on
participants’ expertise in training conversational agents. Partici-
pants were split into two groups: novices (157 participants who
reported "A couple of times a year" or less frequently) and experts
(23 participants who reported "Once a month" or more frequently).
Participants who reported "Not sure" were not included. However,
due to the lack of training data for experts affecting model per-
formance, we were unable to analyze the data further based on
expertise. (Model evaluation details are provided in supplementary
materials.)

5.2 RQ2: How Guidance Affected User
Experiences

Although the experimental conditions resulted in similar intent
training outcomes as the baseline condition, participants’ comments
indicate that having access to guidance altered their utterance writ-
ing approaches and improved aspects of their user experience. In
this section, we report on participant effort, strategies participants
implemented, and their overall impressions across conditions.

5.2.1 Differences in effort. One facet of effort is the amount of time
it took participants to complete the task. To quantify differences, we
ran a two-tailed paired t-test for each guidance condition comparing
the time to complete the task in the baseline condition vs. the
experimental condition. Language Feedback participants took an
average of 86.5 seconds more time in the experimental condition
than in the baseline condition (mean: 413.6 vs. 327.1, t = 4.0605, df
= 80, p < 0.0001). Sample Utterance participants took an average
of 37.2 seconds less time in the experimental condition than in the
baseline condition (mean: 323.0 vs. 320.2, t = 2.0520, df = 82, p =
0.043).4 Figure 4 provides histograms for the total time spent on
the task across conditions.

This difference in timing is supported by the participants’ re-
sponses on the post-study questionnaire. Participants reported
higher mental demand (mean: 3.1 vs. 2.3; t = 3.0426, df = 185, p
= 0.0027) and higher effort (mean: 2.8 vs. 2.1; t = 2.7342, df = 185,
p = 0.0069) in the Language Feedback condition compared to the
Sample Utterance condition. None of the other dimensions such as
frustration, complexity, perceived success, or others were signifi-
cantly different between the two treatment conditions. It may seem
that these results are explained by the Sample Utterances condition
potentially reducing to an easy copy-and-paste task compared to
the Language Feedback condition, but this was not the case. We
detail why in the next section.

5.2.2 Differences in strategy. In the post-experiment survey, we
asked participants what strategies they used to write utterances
in each condition. To analyze the open-ended responses from our
participants’ survey data, we used a qualitative coding approach.
First, two researchers iteratively defined the code set by sampling
the data until no new codes emerged. Using the agreed upon set of
codes, they independently coded the remaining data and calculated
reliability at the end. This process was repeated for each of the three
conditions: baseline (Language and Sample Utterance participants

4We chose to remove outliers from each condition using the common definition of
any values that were outside 1.5 times the inter-quartile range of the first and third
quartiles.
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Table 5: The intent recognition results across all conditions. p-values are derived from an exact binomial test conducted for
each classifier against chance performance of 25%.

Condition Group Accuracy Precision (weighted) Recall (weighted) F1 (weighted) p-value

Language Feedback-Baseline 0.913 0.913 0.913 0.912 < .0001
Language Feedback-Experimental 0.900 0.903 0.900 0.899 < .0001
Sample Utterance-Baseline 0.881 0.882 0.881 0.880 < .0001
Sample Utterance-Experimental 0.925 0.927 0.925 0.925 < .0001
Banking77 0.956 0.957 0.956 0.956

Figure 4: Histogram total task time grouped by experimental condition. The x-axis indicates the time to complete the task
(providing utterances for one intent) in seconds. The y-axis is the count of participants. Each bucket is grouped in 50-second
increments.

combined), Language Feedback-Experiment, and Sample Utterance-
Experiment. All coded responses had high agreement with Jaccard
indices ranging from 78% to 98% across the three qualitative coding
efforts.

In the baseline condition, participants’ strategies aligned with
the dos and don’ts provided in the tool (Table 6). For example, to
increase utterance variety, participants considered how they would
speak with the agent in different scenarios, how different customers
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Table 6: The strategies reported by the 187 participants in baseline condition.

Baseline Strategy Definition Count (%)

Self scenario Participants considered how they would interact with a banking con-
versational agent (hypothetical) or how they’ve interacted in the past
(experiential).

93 (49.7%)

Increase variety Participants increased the variety of terms, phrasing, and types of utter-
ances in response to instructions.

49 (26.2%)

Others’ scenarios Participants considered how others would interact with a banking con-
versational agent (hypothetical).

34 (18.2%)

Conciseness Participants emphasized creating concise utterances. 11 (5.9%)
Intent description Participants considered topics and content in the intent description and

incorporated into their utterances.
9 (4.8%)

Natural human conversation Participants modeled how different people speak or type (e.g. grammar,
capitalization) to conversational agent in their utterances.

8 (4.3%)

Key words Participants used key words as a starting point to write their utterances. 6 (3.2%)

would speak to the agent, or specific changes to increase sentence
variety. About half of participants (93 of 187) considered what they
would say in the given situation – for example, P27-L said, “My gen-
eral strategy was to write down the questions if I have faced a similar
situation in my life and how I would seek help from a chatbot based on
it.” Three participants varied utterances based on emotional state,
such as P133-L, who said, “I tried to have different feelings behind
it such as patience, frustration, etc. to determine if I sent statements,
questions, and their promptness,” or P2-L who said, “[My strategy
was to] think of different situations like me being in a hurry, being
stressed, etc.” 34 participants tried to put themselves in the shoes of
others when generating example utterances, as captured by P23-S,
who said, “I tried to think of it as ... [how] someone like my parents
who are not familiar with the online processes would ask.” About a
quarter of participants (49) noted that they modified vocabulary
or phrasing, but did not specify how. Additional strategies men-
tioned by participants also came from the list of dos and don’ts,
with 11 participants mentioning building concise sentences and 8
participants focusing on reflecting natural speech. In short, for the
baseline condition, participants did not stray far from the limited
guidelines provided.

According to the post-experiment survey, 34 of 94 Language
Feedback participants changed their strategies in their experiment
conditions compared to the baseline. Table 7 details these changes.
Comments from participants who changed strategies indicated
that Language Feedback encouraged them to be more thoughtful
in crafting diverse, high quality utterances: the newly reported
strategies included an increased focus on variety (18 participants)
and revisions to utterances in response to feedback provided by
the tool (11 participants). Although only 11 participants reported
reacting to feedback, the logs revealed that these participants made
more edits in the experimental condition compared to the baseline.
58 participants made at least one edit in either Language Feedback-
Baseline or Language Feedback-Experiment. In comparing these
participants’ editing in the experimental condition to the baseline,
50 participants made more edits, 5 made the same number of edits,
and 3 made fewer edits. Participants averaged 3.2 edits during the
experimental condition versus 0.7 edits in the baseline. Together
with the previous findings regarding timing and effort, participants

may have been more considerate in crafting their utterances as
a result of Language Feedback, as confirmed by P7-L who said,
“As I created the utterances, I was reviewing the feedback and was
determined to be more creative.”

The Sample Utterance condition had more participants report
changes in strategy, with 44 out of 93 participants indicating new
approaches. Table 8 reports these strategies. Participants’ comments
on these strategies indicated that sample utterances augmented
their own utterances with new ideas and end user language. 13
participants reported a strategy of copying the provided samples.
Log data reveals that 40 participants used the available samples,
and either took the sample utterances as they were, or made ad-
ditional changes prior to adding them. P97-S is one example of
a “copy and modify” approach: “[I utilized] some sample responses
as a baseline for framing the utterances.” The other 53 participants
chose not to copy utterances from the samples at all. Instead, they
leveraged the samples as a source of inspiration for ideating new
training utterances (21 participants), increasing variety (6 partici-
pants), and validating their own training utterances (2 participants).
P96-S gave an example of how the tool supported their ideation:
“ I read through what the real customers issues were and I found a
couple that I wouldn’t have thought of because I don’t have that issue.”
Sample utterances also served as a source for seeing how others
interact with the conversational agent. P86-S said, “[The sample
utterances] reminded [me] that how I write is not how everyone writes
(punctuation and sentence style) ... I’ve provided a mix of questions
and statements, as well as sentence styles, phrases, and questions.” As
an example of another strategy, P67-S used the samples as valida-
tion for training utterances they had crafted: “Every time I checked
to see if someone had wrote (sic) what I was thinking before I added
my answer.” These participants viewed the sample utterances not
as a source of ground truth to be blindly added for training, but as
support for crafting their own utterances.

5.2.3 Usefulness of Language Feedback. Participants were asked
to share what aspects of the Language Feedback condition they
considered useful and not useful during the post-experiment sur-
vey. Their responses were coded using the same approach as how
strategies were coded. Inter-rater reliability measured via Jaccard
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Table 7: The updated strategies reported by the 34 out of 94 participants in Language Feedback condition.

Language Feedback Strategy Definition Count (%)

Increase variety Participants increased the variety of terms, phrasing, and types of utter-
ances in response to feedback.

18 (52.9%)

Respond to feedback Participants modified their utterance in response to the specific feedback
type received until they received no feedback.

11 (32.4%)

Table 8: The updated strategies reported by the 44 out of 93 participants in Sample Utterance condition.

Sample Utterance Strategy Definition Count (%)

Ideation Participants used the the sample utterances to develop their own training
utterances by searching through the feedback to get inspiration for new
utterances.

21 (47.7%)

Copying samples Participants reviewed the sample utterances and copied utterances that
they considered high quality.

13 (29.5%)

Increased variety Participants increased the variety of terms, phrasing, and types of utter-
ances in response to their ability to view sample utterances

6 (13.6%)

Validation Participants checked whether there was any alignment between their
training utterance and the sample utterances to ensure they were on the
right track.

2 (4.5%)

Overcome language barriers Participants with language barriers (i.e., non-native English speakers)
relied on sample utterances for writing assistance.

1 (2.3%)

Table 9: What participants found useful in the Language Feedback condition.

Useful Description Count (%)

Identifying similarity Feedback helped participants identify similarities or duplicates that they had
not previously noticed.

29 (30.8%)

Actionable guidance Feedback helped participants identify specific issues within utterances and
guided them to write higher quality utterances.

28 (29.8%)

Increased variety Feedback helped participants feel like they were increasing the variety of terms,
phrasing, and types of utterances.

16 (17.0%)

Increased thoughtfulness Feedback helped participants consider their utterances more carefully and
ensure best practices were followed.

11 (11.7%)

Table 10: What participants did not find useful in the Language Feedback condition.

Not Useful Description Count (%)

Similarity feedback type Participants found the similar terms feedback type unhelpful because they felt
it was either inaccurate (not true) or they were unable to diversify certain key
words.

24 (25.3%)

Unclear or not actionable Participants did not understand meaning behind feedback or how to respond
to feedback.

15 (15.8%)

Minimal feedback received Participant did not receive enough feedback to find the feature useful. 5 (5.3 %)

index indicated high agreement and measured 79% for what partic-
ipants found useful and 93% for what participants found not useful.
Results are presented in Tables 9 and 10.

Participants felt that Language Feedback was useful in the ways
it was designed to be useful: by helping identify similarity (29
participants), providing actionable guidance (28 participants), and
increasing variety (16 participants). 11 participants also reported be-
ing more thoughtful with crafting utterances. There was a marked

increase in participants who modified their utterances in the Lan-
guage Feedback condition, with 58 of 94 participants (61.7%) editing
one or more utterances, up from 19 (20.2%) in the baseline condition,
and 24 of 94 (25.5%) deleting one or more utterances, up from 7
(7.4%) compared to their baselines. In general, participants who
preferred the Language Feedback condition over the baseline felt
that responding to feedback notifications helped them write higher
quality utterances.



CUI ’24, July 08–10, 2024, Luxembourg, Luxembourg David Piorkowski et al.

Table 11: What participants found useful and not useful from the Sample Utterance condition.

Useful Description Count (%)

Spark new ideas Sample utterances inspired participants to generate a new idea or topic they
would not have thought of otherwise.

31 (32.6%)

Increase variety Sample utterances helped participants feel like they increased their variety of
terms, phrasing, and types of utterances used.

21 (22.1%)

Decrease cognitive effort Sample utterances assisted participants develop utterances with less cognitive
effort required.

10 (10.5%)

Validation Sample utterances helped participants determine whether their training utter-
ances were in accordance with best practice standards.

9 (9.5%)

Realistic Sample utterances included real experiences in which participants had not
encountered on their own, eliciting more diverse utterances.

8 (8.4%)

Table 12: What participants did not find useful from the Sample Utterance condition.

Not Useful Description Count (%)

Lower quality Participants felt that the sample utterances were not relevant to the topic or
lower quality than their own.

17 (17.9%)

Repetitive Participants felt that there were many repeated sample utterances and they
lacked variability.

15 (15.8%)

Inhibit creativity Participants believed that having access to the sample utterances caused bias,
creating less authentic or varied utterances.

11 (11.6%)

Excessive amount Participants felt that there were too many sample utterances for the feature to
be helpful.

7 (7.4%)

Participants’ comments also suggested ways to improve the ac-
tionability and usefulness of language feedback. A quarter of partic-
ipants (24) found feedback on similar terms or phrasing unhelpful.
They felt that the notifications were flagging utterances that they
did not consider similar or could not change without losing the
intent. Since the term similarity feedback in the tool was agnostic
to the banking topic, common topical words such as “card” could
be highlighted, which participants thought should not be flagged.
Additionally, 15 participants described ways the feedback fell short
in explanations, either because it was unclear why that feedback
was relevant or what to do about it. Participants described some of
the feedback as “vague” (P81-L), “not clear” (P186-L), or that they
“did not understand [it]” (P178-L). Additionally, participants found
it unclear whether they were required to respond to the feedback
notifications. 36 of the 94 (38.2%) feedback condition participants
did not modify their utterances and 70 of 94 (74.4%) did not delete
any utterances. More justification for feedback appearing and what
to do about it was expected from these participants. Some partic-
ipants proposed providing actionable suggestions in conjunction
with feedback notifications (e.g. suggested synonyms to replace sim-
ilar terms with), including examples, and implementing a scoring
system to indicate when an optimal utterance set was achieved. Fi-
nally, five participants commented that they did not receive enough
feedback, perhaps because the tool showed no indicators for high
quality utterances beyond not providing feedback notifications.

5.2.4 Usefulness of Sample Utterances. Participants’ responses on
the usefulness of Sample Utterances were similarly qualitatively
coded with an inter-rater reliability of 91% for what participants

found useful and 95% for what participants did not find useful.
Results are presented in Tables 11 and 12.

Similar to the Language Feedback condition, participants in the
Sample Utterance condition found that the guidance supported
ideation (31 participants), increased the variety of their training
utterances (21 participants), and served as a way to check if they
were on the right track (9 participants). Contrary to the increased
thoughtfulness reported in Language Feedback, participants re-
ported lower cognitive effort (10 participants) as noted by P148-S:
“It took a lot less mental effort to complete the task when [sample
utterances] were there.” Participants also felt encouraged that the
sample utterances represented realistic experiences (8 participants),
especially noting that they helped improve breadth by “[providing]
the majority of main questions/situations that is associated with the
situation” (P94-S). Overall, participants who preferred the Sample
Utterance condition over the baseline condition felt that the sam-
ples gave them new ideas when they got stuck and helped them
write training utterances representative of end user language and
scenarios.

Participants’ responses on what was not useful indicate a need
for better baselines over the sample utterances. We chose to provide
all of the crowdsourced utterances as to not influence which ones
participants selected, but as a result, participants in this condition
reported a perception that sample utterances were lower quality (17
participants), which may have been exacerbated by repetition (15
participants) and the sheer amount (7 participants) made available.
P163-S was frustrated by both the quality and quantity: “[There
are] too many of them to choose from. In parts, there were spelling
and grammar mistakes.” 11 of the participants felt that having sam-
ple utterances limited their ability to develop their own, authentic
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training utterances. Accordingly, we measured a significant differ-
ence in reported frustration from the post-experiment survey, with
participants reporting a slight increase in frustration in the Sample
Utterance condition (mean = 2.04) over the baseline (mean = 1.82)
via a two-tailed paired t-test (t = 2.0452, df = 93, p = 0.0437). For
example, P65-S noted that having the sample utterances available
caused them to “maybe [lose] the energy to think about my own
ideas.” P46-S noted that having samples “made me lazier in terms of
thinking of other responses.” Participants proposed several enhance-
ments to improve usefulness: an intuitive sample utterance panel
that automatically hides incorporated utterances, AI features to
sort and progressively disclose utterances as participants add their
own, and additional search and filter capabilities.

6 DISCUSSION
6.1 Synthesis of Results
We designed the study to compare two new forms of guidance
to support practitioners in training conversational agents: one
where best practices for utterances are embedded into the tooling
as interactive feedback (Language Feedback), and one where user-
generated utterances are made available during the initial training
phase (Sample Utterance). Instead, we found that participants in
our study were generally good at following best practices, even
without guidance, as shown in the baseline condition. Furthermore,
perhaps due to the familiarity of the four intents from the banking
domain, the overall accuracy of all the classifiers was high, making
it difficult to measure the impact of either type of guidance on the
classifier training (further discussed in Section 6.4). However, addi-
tional analysis revealed differences in how participants approached
the task with different kinds of guidance and how those approaches
influenced their abilities and perceptions when crafting training
utterances.

When viewed holistically, the Language Feedback findings sug-
gest that participants crafted well-considered training utterances.
They took longer to create their utterances, made more edits, and
reported higher difficulty and mental load. Approximately a third of
participants reported changing utterances specifically in response
to the feedback given, and over half mentioned an increasing va-
riety in response to the feedback. Participants discussed how the
feedback helped them find unwanted repetition and drew attention
to where utterances could be improved. In short, the feedback in
this condition was successful into guiding participants to follow
the best practices as designed in the tool. Given this success, we
posit that interactive, writing-time feedback can help novice ut-
terance writers learn best practices more effectively than reading
static documentation, helping to address the pain point of a steep
learning curve for novices identified in the exploratory interviews.
However, since best practices can vary between conversational
agents, these types of language feedback should be customizable to
a team’s needs. Future work should also consider how to balance
the trade-off between more thoughtful training utterances and in-
creased task difficulty for users. For example, feedback could be
surfaced for novice utterance writers as a means of learning, then
eased out as they become proficient in writing high quality training
utterances on their own.

In contrast, the Sample Utterance participants took less time,
and reported less difficulty and mental load than their Language
Feedback counterparts. We recorded fewer edits alongside the adop-
tion of the provided sample utterances. Surprisingly, the majority
of participants decided against copying and pasting the sample ut-
terances at all, instead using the list to support ideation or validate
existing ideas that they had. These participants leveraged the sam-
ple utterances as a resource to augment their work instead of doing
their work for them. Given these uses and utterance writers’ pain
points of lacking access to user-generated examples (as identified
in the exploratory interviews), we posit that gathering sample ut-
terances in the initial training phase may be a valuable addition to
support conversational agent developers. We found crowdsourcing
to be a viable approach in this study; other methods such as lever-
aging quotes from customer support logs [14, 22, 25, 41] or using
natural language generation may also provide similarly valuable
user utterances without having to first deploy a conversational
agent [10, 29].

6.2 Implications for Design
Participants reacted well to aspects of the guidance provided in both
conditions, yet neither condition fully satisfied participants when
crafting training utterances. In the Language Feedback condition,
participants appreciated knowing when they were repeating words
and phrasing, but also expressed frustration that the feedback was
not always appropriate, could be confusing, and stifled their cre-
ativity by reducing their work to what amounted to a to-do list. In
the Sample Utterance condition, most participants leveraged the
many samples for inspiration and validation, but about a tenth of
participants reported not thinking too hard about the task, perhaps
aiming to finish it as quickly as possible. An improvement to our
approach would be to design the tool to have the benefits from each
approach. Our findings suggest that a tool should provide a balance
between providing guidance, supporting ideation, and identifying
appropriate candidate user utterances to reference.

Providing understandable, relevant and timely guidance. One lim-
itation of the way the tool provided language feedback was the
prominent and interrupting nature of the notifications, resulting in
some participants treating them as a to-do list. A negotiated inter-
ruption style of feedback in which a user has control over when to
be alerted may be more appropriate [26] and is preferred in the re-
lated domain of end-user debugging [37]. A useful framework that
strikes a balance between being relevant and not distracting could
be a surprise-explain-reward strategy [50] where notifications are
subtle, but leave users satisfied with high quality explanations that
are rewarding when engaged with. This framework helps explain
why some participants did not understand the benefit of the feed-
back, as our tool fell short in explaining the impact of changes made
by participants, which our exploratory interview participants also
identified as a pain point. Ideally, future guidance should consider
estimating the impact of changes made by intent trainers on the
classifier. This remains a challenge as research has yet to address
how to make accurate estimates without the high cost and time
required for training.
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Supporting ideation. Participants naturally leveraged the sample
utterances to develop new ideas and validate existing ideas, similar
to how examples have been shown to help (or hinder) ideation else-
where [11, 42]. The strategies participants followed suggested that
the list of sample utterances can be improved beyond the simple
search functionality. For example, clustering algorithms can be used
to group similar utterances together, and NLU techniques can be
used to extract a summary of each cluster. Such approaches can help
participants more quickly identify potentially relevant utterances
based on their ideation or validation needs. Additionally, providing
additional sources of sample utterances may inspire intent trainers
in new ways. As mentioned earlier, natural language generation
techniques and large language models may serve as additional start-
ing points to augment end user language. Potential applications
could be auto-completing example utterances or suggesting correc-
tions as the intent trainers type their utterances. Simpler techniques
such as providing synonyms and other related words may be simi-
larly effective. Future work should investigate how different types
of examples support the ideation of intent trainers.

6.3 Feedback Limitations
We designed the intent training tool to be sufficient to answer our
research questions and consequently, the feedback mechanisms
were intentionally simple. Knowledge of the domain or classifier
to be trained can be leveraged to improve feedback. For example,
to improve language feedback, we could augment the stop words
based on the domain, or enable the intent trainer to flag the words
most salient and ignoring those words when generating similarity
feedback. Another limitation was that feedback was only given for
the new intent being trained. In a real-world conversational agent,
it would be useful to extend the feedback calculations to include
intents that already exist and enable the trainer to potentially make
changes to example utterances across intents. If such an agent has
user utterance logs, those may serve as a basis to train a generative
model to provide better auto complete suggestions or corrections
to the intent trainer.

6.4 Threats to Validity
This study was conducted within one international technology
company with its own tools, institutions, and culture that may not
cleanly translate to other companies or institutions. Within the
company, we recruited a variety of job roles and expertise, but ap-
proximately half reported experience with building conversational
agents or other machine learning expertise. The exploratory inter-
views were similarly limited to participants of the same company
and raise the same concerns about generalizability. The study lim-
ited its evaluation of the conversational agent to intent training and
at a very small scale. Real-world conversational agents typically
also have a dialogue component that dictates the conversational
flow and mechanisms for detecting when conversations are going
awry, both of which were out of scope in this experiment. A more
complete evaluation would incorporate those aspects of conversa-
tional systems along with a more complete set of intents handled
by the agent. Lastly, the intents in this experiment were intention-
ally chosen to be ones familiar to our expected participant pool to
avoid the need for domain expertise. However, the choice may have

been too common, as participants were able to craft high-quality
utterances without much support, as indicated by the high clas-
sifier performance in the baseline condition. Future work should
explore if such guidance would have similar impact for less easily
identifiable intents.

7 CONCLUSION
In this paper, we evaluated how different types of guidance affect
how participants approach and experience writing utterances for
conversational agent intent training. We found that the type of
guidance affected the time taken and effort required by participants,
strategies for utterance writing, and their impressions of the task.
Namely,

(1) Language Feedback participants took more time but were
more intentional, and were also more likely to modify their
utterances to adhere to best practices.

(2) Most Sample Utterance participants found creative uses for
the samples, including validating their ideas or using them
as inspiration for new training utterances, highlighting the
importance of examples for ideation.

(3) In-situ assistance provided by intent training tools can be
made more useful by providing context-appropriate and rel-
evant guidance in a way that is controllable by the end user.

Incorporating a subset or combination of these forms of guidance
could both facilitate the training of new conversational agents and
also improve the experience of end users interacting with the agent.
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